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1. Introduction

Associated to each group, there is a canonical function scl called the stable commutator
length, which can be thought as a topological extremal problem about surface mappings or
interpreted as a relative version of Gromov’s norm as we will see below. The interesting
question is how the behavior of scl is related to other properties of the group, but it is hard
to get a good answer right now because people do not know how to compute it until recent
years. So the current study of scl is more about how to compute scl and how it behaves
on certain groups. We will get better answers to that question when we have a clearer
picture for behaviors of scl on different kinds of groups. Besides, the study of scl is quite
interesting itself, since it is related to surface mappings into spaces and linear programming,
quasimorphisms and bounded cohomology, and dynamics.

2. Group Theoretic Definition of scl

In this section, we give the group theoretic definition of scl and some basic examples.

Definition 2.1. For any group G and any g ∈ [G,G], the commutator length of g, denoted
clG(g), is the minimal integer n that we can write g =

∏n
k=1[ak, bk] for some ak, bk ∈ G.

Then define the stable commutator length of g to be

sclG(g) = lim
m→∞

clG(gm)

m
,

where the limit always exists since {clG(gm)}∞m=1 is a sub-additive sequence. We simply
write cl and scl when the group G is clear from the context.
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From the geometric group theory point of view, the subgroup [G,G] has a canonical
generating set, namely the set of commutators, which induces a canonical word metric d,
then cl(g) = d(g, 1) and scl(g) can be thought as “the growth of d in direction g”. One
advantage of taking the stabilized version is suggested by the following

Example 2.2. scl is homogeneous by definition, i.e. scl(gk) = kscl(g) for any k ≥ 1. But
cl is not. For example, fix G = F2 to be the free group generated by a, b, then cl([a, b]) = 1,
cl([a, b]2) = 2, while cl([a, b]3) = 2 since [a, b]3 = [aba−1, b−1aba−2][b−1ab, b2].

Some basic but important properties of cl and scl follows easily from the definition.

Proposition 2.3. (1) cl and scl are monotone: Let f : G→ H be a group homomorphism,
then clH(f(g)) ≤ clG(g) and sclH(f(g)) ≤ sclG(g) for any g ∈ [G,G].
(2) cl and scl are characteristic: If f : G→ G is an isomorphism, then clG(f(g)) = clG(g)
and sclG(f(g)) = sclG(g) for any g ∈ [G,G]. In particular, cl and scl are class functions.

Recall from group homology that B1(G)=B1(G;R) consists of homologically trivial real
1-chains and contains [G,G]. One can extend scl to B1(G).

Definition 2.4. Let g1, . . . , gn ∈ G such that
∏n
i=1 gi ∈ [G,G], define

cl(g1 + g2 + . . .+ gn) = inf
{t1,...,tn}

cl(

n∏
i=1

tigit
−1
i )

and

scl(g1 + g2 + . . .+ gn) = lim
m→∞

cl(gm1 + . . .+ gmn ).

Notice that scl(c+g+g−1) = scl(c) where c = g1 +g2 + . . .+gn as above, thus we can regard
−g as g−1 in an integral 1-chain. This defines scl on homologically trivial integral 1-chains.
Further notice that scl is homogeneous and scl(c1 + c2) ≤ scl(c1) + scl(c2), therefore scl
uniquely extends to a pseudo-norm on B1(G).

Proposition 2.3 also holds for chains.

Example 2.5. It is immediate from the definition that scl vanishes when cl is bounded,
which is obviously true for finite groups, uniformly perfect groups, and abelian groups.

In contrast, cl is complicated even on finite groups. For example, a theorem due to
Liebeck-O’Brien-Shalev-Tiep [19] shows that cl(g) = 1 for any g 6= 1 in a nonabelian finite
simple group, which is far from obvious. Thus a potential advantage of working with scl
instead of cl is to get rid of some crazily complicated bounded error as in geometric group
theory. The algebraic definition of scl, however, looks quite complicated and the calculation
seemingly requires knowledge about cl. Therefore, it is natural to seek for descriptions of
scl without mentioning cl if one wishes to know scl without knowing much about cl. This is
what we do in the sequel.

3. scl and Surface Mappings

In this section we describe scl as a topological extremal problem, namely finding how
efficient one can bound a given collection of loops in a space by surfaces, and explain how
the computation of scl on free groups and more generally on free products can be done by
reducing to linear programmings.

First, we introduce the following standard notation.
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Definition 3.1. Let S be a compact surface. Define

χ−(S) =
∑
i

min(0, χ(Si))

where Si are the components of S and χ is the Euler characteristic. Equivalently, χ−(S) is
the Euler characteristic of S after removing disk and sphere components.

The following proposition relates scl to surface mappings, and it basically follows from
taking covers and cut-and-paste of surfaces.

Proposition 3.2 (Calegari, [9]). Let gi ∈ G (1 ≤ i ≤ k) such that their product is in [G,G].
Realize G as π1(X) for some space X. Let γi : S1 → X represent the conjugacy class of gi.
A compact oriented surface S (not necessarily connected) together with a map f : S → X is
called admissible of degree n(S) ≥ 1 if the following diagram commutes

∂S
i−−−−→ S

∂f

y f

y⊔
i S

1 tγi−−−−→ X

where i is the inclusion and ∂f∗[∂S] = n(S)[tS1].
Then

scl(g1 + g2 + · · ·+ gk) = inf
S

−χ−(S)

n(S)

where the infimum is taken over all admissible surfaces.

The quantity −χ
−(S)
n(S) measures a sort of efficiency of the surface map, and note that it

is invariant under taking a finite cover of S. A priori there may not exist a most efficient
admissible surface, but it would be very special if exists.

Definition 3.3. An admissible surface is extremal if it achieves the infimum.

Proposition 3.4 (Calegari, [9]). Extremal surfaces are π1-injective.

Now let H(G) be the subspace of B1(G) spanned by elements of the form ng − gn and
g − hgh−1, then it is easy to see from the proposition above that scl vanishes on H(G) and
thus descends to a pseudo-norm on the quotient. We will see in next section that scl is a
genuine norm on the quotient if G is word hyperbolic (Theorem 4.32).

Definition 3.5. Define BH1 (G) = B1(G)/H(G). We say a group homomorphism f : G1 →
G2 is an isometric embedding if f is injective and the induced map f : BH1 (G1)→ BH1 (G2)
preserves scl, i.e. sclG1

(c) = sclG2
(f(c)) for all c ∈ BH1 (G1).

The most immediate example of isometric embedding comes from retraction:

Example 3.6. Let i : H → G and r : G → H be group homomorphisms such that
r ◦ i = idH , then i is an isometric embedding by Proposition 2.3. In particular, calculation
of scl on free product of infinitely many groups reduces to free product of finitely many
groups.
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3.1. scl on Free Groups. So far, we have not given any group G where scl does not vanish
and we can compute it precisely. A milestone of the study of scl is the following theorem
(mainly) by Danny Calegari about scl on free groups. Note that calculation of scl on free
group would give universal upper bound of scl on any other group by the universality of free
groups and the monotonicity of scl.

Theorem 3.7. Let G be the free group of rank n ≥ 2, then:
(1)(Calegari, [7])scl is piecewise rational linear (see definition below) on BH1 (G), in partic-
ular, it takes rational values on [G,G].
(2)(Calegari, [7])Every nonzero rational chain in BH1 (G) rationally bounds an extremal sur-
face.
(3)(Calegari, [7])The computation of scl on BH1 (G) can be done precisely by reducing to
linear programming problems. The program scallop ([13]) and wallop ([22]) computes scl
and finds extremal surfaces respectively.
(4)(Calegari-Walker, [12])The image of [G,G] under scl contains elements congruent to ev-
ery element of Q mod Z. Moreover, it contains a well-ordered sequence of values with ordinal
type ωω.
(5)(Duncan-Howie, [14])There is a spectral gap: scl(g) ≥ 1/2 for all g 6= 1 ∈ [G,G].

Definition 3.8. We say scl is piecewise rational linear if it is piecewise rational linear on
every finite dimensional rational subspace of BH1 (G).

Remark 3.9. It is very amazing that scl takes rational values since by definition it is a limit
(or an infimum resp.) over a sequence of (or infinitely many resp.) rational numbers, which
a priori could be irrational. Actually there are finitely presented groups where scl takes
irrational values ([23]).

One can do computer experiments using the program to calculate scl on free groups to
see how scl behaves on free groups. Here are several questions about behavior of scl on free
groups with conjectural answers based on experiments:

Question 3.10. Let G be the free group of rank n ≥ 2,
(1)(Calegari)does the closure of the image of [G,G] under scl contain any interval? (Yes?)
(2)(Calegari)does the spectral gap 1/2 as in Theorem 3.7 (5) hold for nonzero integral chains?
(Yes?) In particular, is scl(x+ y + x−1y−1) = 1/2 true whenever the chain x+ y + x−1y−1

is non-trivial? (Yes?)
(3)(Calegari-Walker [12])Does every injective homomorphism f : F2 → G induce an isomet-
ric embedding? (Yes?)

3.2. scl on Free Products. Theorem 3.7 and the conjectural phenomena suggested in
questions above more or less give the rough picture we have so far for scl on free groups. One
can expect that scl behaves similarly on generalizations of free groups, such as free products
and word hyperbolic groups. We focus on free products here and defer the discussion of scl
on hyperbolic groups to the next section.

Inspired by John Stalling, Danny Calegari ([8]) studies surface mappings into free prod-
ucts of (free) abelian groups and shows that the calculation of scl again can be solved by
linear programming and is piecewise rational linear. Moreover, the argument here can be
used to study scl on families of elements. In the same paper it is shown that (2) in Theorem
3.7 is a special phenomenon for free groups:

Example 3.11 (Calegari, [8]). Let G = Z ∗Z2, where the first factor is generated by a and
the second is by v1, v2, then the chain c = av2

1a
−1v−1

1 + v2 + v−1
1 v−1

2 has scl(c) = 1/2 but
does not rationally bound any extremal surface.
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Interestingly, it turns out that the argument in ([8]) can be improved to get a glimpse of
how scl behaves in general free products, and everything except (2) in Theorem 3.7 can be
generalized.

Theorem 3.12 (Chen, in preparation). Let G = ∗λGλ be a free product of at least 2
nontrivial groups, then:
(1)scl is piecewise rational linear on BH1 (G) if scl vanishes on each factor Gλ.
(3)The computation of scl on BH1 (G) reduces to linear programming problems if scl vanishes
on each factor Gλ. It can be computed in practice if one has a good knowledge on solving
the word problem in each Gλ.
(4)The image of [G,G] under scl contains elements congruent to every element of Q mod
Z. Moreover, it contains a well-ordered sequence of values with ordinal type ωω

(5)There is a spectral gap 1/2 if each Gλ is torsion free: scl(g) ≥ 1/2 for all g ∈ [G,G] that
does not conjugate to an element in some Gλ.

Remark 3.13. (a)For part (1) in the theorem above, the best one can hope is that the
conclusion holds when scl is piecewise rational linear on each factor Gλ. We do not know
whether this is true (maybe not).
(b)scl vanishes on many of groups such as amenable groups, SL(n,Z) (n ≥ 3), Homeo+(S1)
and subgroups of PL+(I).
(c)Part (5) is really about giving uniform upper bound of a certain kind of concave piecewise
linear functions. One may hope that a similar analysis could solve Question 3.10 (2). One
can get a gap smaller than 1/2 if Gλ has torsion.
(d)Part (4) follows from the free product case and the following isometric embedding theo-
rem, and the proof of which is along the same line as that of the theorem above.

Theorem 3.14 (Chen, in preparation). Let fλ : Aλ → Bλ be a family of isometric em-
beddings with respect to scl, then the induced map f : ∗Aλ → ∗Bλ is also an isometric
embedding.

Corollary 3.15. Let gλ ∈ Gλ, G = ∗λGλ, and fλ : 〈gλ〉 → Gλ be the inclusion. Then the
induced map f : ∗λ 〈gλ〉 → G is an isometric embedding. In particular, let H = ∗λ(Z/Zkλ),
then the image of [G,G] under sclG contains that of [H,H] under sclH if Gλ has an element
of order kλ (kλ ≥ 2 could be ∞, in which case Z/Zkλ refers to Z).

It is natural to ask how scl behaves on amalgams (or more generally graphs of groups)
instead of free products. The only result in this direction known so far is:

Theorem 3.16 (Susse, [20]). Let G = A ∗Zk B where A and B are free abelian groups of
rank at least k ≥ 1, then scl is piecewise rational linear on BH1 (G) and can be calculated by
computer algorithm.

In particular, it is not known how scl behaves on the fundamental groups of closed
surfaces. Free groups are the fundamental groups of open surfaces, thus one may expect
that scl behaves similarly (e.g. piecewise rational linear) on surface groups.

4. scl and Quasimorphisms

In this section we relate scl to quasimorphisms which is closely related to bounded coho-
mology.

Many objects in mathematics can be studied by functions on it. For groups, homomor-
phisms to R are rare and only see the abelianization. Quasimorphisms generalize homomor-
phisms to R and are very rich in many cases.
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Definition 4.1. Let G be a group, a map φ : G→ R is a quasimorphism if

D(φ) := sup
g,h∈G

|φ(g) + φ(h)− φ(gh)| <∞,

and D(φ) is called the defect of φ. Moreover, a quasimorphism φ is called homogeneous
if φ(gn) = nφ(g) for any n ∈ Z and g ∈ G. Denote the vector space of quasimorphisms

and homogeneous quasimorphisms by Q̂(G) and Q(G) respectively. Note that H1(G;R),
the space of homomorphisms to R, is the subspace of quasimorphisms with defect 0 in

Q(G) ⊂ Q̂(G).

For homogeneous quasimorphism, it is easier to find the defect:

Proposition 4.2 (Bavard, [4]). Let φ ∈ Q(G), then

D(φ) = sup
(a,b)∈G2

φ([a, b])

Any quasimorphism is close to a (unique) homogeneous one.

Proposition 4.3. For any φ ∈ Q̂(G), there is a unique φ̄ ∈ Q(G), called the homogenization
of φ, such that φ− φ̄ is bounded. Explicitly, for any g ∈ G,

φ̄(g) = lim
n→∞

φ(gn)

n
= inf
n≥1

φ(gn) +D(φ)

n
= sup
n≥1

φ(gn)−D(φ)

n

and D(φ̄) ≤ 2D(φ).

Example 4.4 (Barge-Ghys, [2]). Let (M, g) be a closed hyperbolic manifold, α be a 1-form
on M and p be a fixed base point on M . For any γ ∈ π1(M), it is uniquely represented
by a geodesic arc Lγ with both end points p, and corresponds to a unique geodesic loop L̄γ
homotopic to Lγ . Define φp,α(γ) =

∫
Lγ
α and φα(γ) =

∫
L̄γ
α. Then φp,α is a quasimorphism

by Stokes theorem since dα is bounded and every hyperbolic triangle has area no more than
π. Moreover, it is easy to check that φp,α only changes by a uniformly bounded amount if
we change the base point, thus φα is a quasimorphism and is the homogenization of φp,α.
This gives an injection from the (huge) space of smooth 1-forms to Q(π1(M)).

The following generalized Bavard’s duality theorem links scl and quasimorphisms:

Theorem 4.5 (Bavard’s duality, [4]). For any c =
∑
tigi ∈ BH1 (G), we have

scl(c) = sup
φ∈Q(G)/H1(G)

∑
tiφ(gi)

2D(φ)
.

Remark 4.6. (a) We see in particular that scl vanishes on G iff Q(G) = H1(G). More
generally, when Q(G)/H1(G) is finite dimensional, calculation of scl is just maximizing
finitely many linear functions, and scl is piecewise linear in this case. We will see when this
happens in the following subsection.
(b) Compare this to Proposition 3.2. An efficient admissible surface would give a good upper
bound on scl, while a suitable quasimorphism would give a nice lower bound. Although
extremal surface may not exist, extremal quasimorphism always exists.

By the duality theorem, it is good to have some tools to determine what Q(G) is and
construct some interesting quasimorphisms. These are what we do in the following two
subsections respectively.
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4.1. Bounded Cohomology. In this subsection we briefly introduce bounded cohomology
and its relation to quasimorphisms, and we will see that amenable groups have no nontrivial
homogeneous quasimorphisms and thus scl vanishes on them.

Bounded cohomology is introduced by Gromov ([16]) as the dual to simplicial norm (also
called Gromov’s norm).

Definition 4.7. Recall from group homology that Cn(G;R) is the R-vector space with basis
Gn (as a set), and there is a linear map ∂ : Cn(G;R)→ Cn−1(G;R) determined by

∂(g1, . . . , gn) = (g2, . . . , gn)+

n−1∑
i=1

(−1)i(g1, . . . , gi−1, gigi+1, gi+2, . . . , gn)+(−1)n(g1, . . . , gn−1).

Then ∂2 = 0 and (C∗(G;R), ∂) is a complex whose homology is the group homology of G.
Note that Cn(G;R) is a vector space with canonical basis, we can equip it with the L1

norm, then it induces a pseudo-norm on Hn(G;R), called the simplicial norm.

A similar definition works for the real simplicial homology of topological spaces.

Example 4.8. Let M be an oriented closed manifold, then the simplicial norm of the
fundamental class [M ] is called the Gromov’s volume of M . If M is Sn or Tn, then the
Gromov’s volume is 0 since M admits self maps with degree larger than 1. If M is a n-
dimensional closed hyperbolic manifold, then Gromov’s proportionality theorem states that
the Gromov’s volume is a constant vn multiple of the hyperbolic volume of M (does not
depends on the choice of hyperbolic structure!), and vn = sup vol(∆) over all hyperbolic
n-simplices, which turns out ([17]) to be the volume of the regular ideal n-simplex. This
implies that the hyperbolic volume of a closed hyperbolic manifold is a homotopy invariant,
which also can be seen from Mostow rigidity.

In particular, we see the Gromov’s volume of a closed oriented surface S is −2πχ−(S).
Using this, we can easily get the following interesting corollary, which does not seem imme-
diate from classical algebraic topology.

Corollary 4.9. Let S and S′ be closed oriented surfaces, then

{d ∈ Z|∃f : S → S′ s.t. deg(f) = d} = {d ∈ Z| − χ−(S)|d| ≥ −χ−(S′)}.

Note that there are non-compact manifolds of finite volume, but the Gromov’s volume
defined above does not quite make sense here. One waay to deal with this is to take the L1

completion of Cn and work with L1-homology. Instead of this, Gromov ([16]) suggests to
work with its dual, bounded cohomology.

Definition 4.10. The dual complex (C∗(G;R), δ) of C∗(G;R) gives the group cohomology.
Inside Cn(G;R), we have the subspace Cnb (G;R) consisting of bounded cochains, and it
is Banach with the sup norm ‖ · ‖∞. Moreover, δ restricts to a bounded linear map δ :
Cn(G;R)→ Cn+1(G;R), and the cohomology of the complex (C∗b (G;R), δ) are denoted by
Hn
b (G;R), called the bounded cohomology. ‖ · ‖∞ induces a pseudo-norm on H∗b .

Note that C1
b (G;R) is the space of bounded maps to R, H1(G;R) is the space of homo-

morphisms to R, both of them are subspace of Q̂(G) ⊂ C1(G;R) and their intersection is

H1
b (G;R) = 0. Also, homogenization shows Q̂(G) ∼= C1

b (G;R)⊕Q(G).
Also note that δφ(a, b) = φ(a)+φ(b)−φ(ab) for φ ∈ C1 and a, b ∈ G, thus ‖δ(φ)‖∞ = D(φ)

by definition and δ(φ) ∈ C2
b (G;R) if and only if φ is a quasimorphism. From this it is easy

to see:
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Proposition 4.11. We have an exact sequence:

0→ H1(G;R)→ Q(G)→ H2
b (G;R)→ H2(G;R),

where the last map is induced by inclusion at the level of cochains.

Thus from Bavard’s duality, H2
b (G;R)→ H2(G;R) is injective if and only if scl vanishes.

It is proved by Burger and Monod that many lattices in higher rank non-compact real Lie
groups satisfies this condition.

Bounded cohomology behaves nicely under taking amenable cover:

Theorem 4.12 (Johnson, Trauber, Gromov, [16][18]). For any short exact sequence of
groups

1→ H → G→ A→ 1

where A is amenable, the natural homomorphisms H∗b (G;R) → H∗b (H;R)A are isometric
isomorphisms in each dimension, where the action of A on H∗b (H;R) comes from the action
of A on H by outer automorphisms.

In particular, by taking H = 1 and G = A in the theorem, we get

Corollary 4.13. H∗b (A;R) = 0 for all amenable group A, thus sclA vanishes. Moreover, if
A is also discrete, then sclK vanishes for any subgroup K of A since it is also amenable.

Note that there are interesting stories between “amenability” and “no free non-abelian
subgroups”, we have the following implications for any discrete group G:

G is amenable =⇒ sclH vanishes ∀H ≤ G =⇒ G has no free non-abelian subgroup

The converse of the first implication has counter examples among finitely generated groups.
It is shown by Adian ([1]) that the Burnside’s group B(m,n) is not amenable for m ≥ 2 and
n ≥ 665, but sclH vanishes for any subgroup since B(m,n) is a torsion group. The converse
of the second implication is an interesting open problem. It is equivalent to the following:

Question 4.14. Let G be a (say, discrete) group that has no free non-abelian subgroup,
does sclG vanish?

There is another exact sequence for second bounded cohomology:

Theorem 4.15 (Bouarich, [5]). Any exact sequence

K → G→ H → 1

induces an exact sequence of second bounded cohomology

1→ H2
b (H;R)→ H2

b (G;R)→ H2
b (K;R).

In particular, if K is amenable, we have an isomorphism H2
b (H;R) ∼= H2

b (G;R).

Remark 4.16. From this we see, if 1 → A → Ĝ → G → 1 is an central extension, then

Q(Ĝ)/H1(Ĝ;R) sits insideH2
b (Ĝ;R) ∼= H2

b (G;R). In particular, ifG is finitely presented and
sclG vanishes, then H2

b (G;R) is finite dimensional since it injects into H2(G;R), therefore

Q(Ĝ)/H1(Ĝ;R) is also finite dimensional and scl on Ĝ can be calculated by Bavard’s duality.

4.2. Examples and Constructions of Quasimorphisms. Now we give some interest-
ing examples of quasimorphisms from different sources, such as dynamics and geometry of
Gromov hyperbolic spaces.
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4.2.1. From Dynamics. Here we typically consider the group of certain transformations on
some space.

First we take G = Homeo+(S1). Suppose fixg, the set of fixed points under g ∈ G, is
nonempty, then S1−fixg is a union of open intervals, and g restricted to each of them is
topologically conjugate to a translation on R, which is a commutator of two dilations. Thus
g can be written as a commutator in G. Now if g has no fixed point, take any p ∈ S1, we
may find a commutator in G that maps p to g(p). Thus any g ∈ G has commutator length
no more than 2, so we get

Proposition 4.17. G = Homeo+(S1) is uniformly perfect, thus H1(G;R) = 0, scl vanishes
on G, and Q(G) = 0 by Bavard’s duality.

Now consider Ĝ, the subgroup of Homeo+(R) that descends to maps in G under the
usual covering map R → S1 by mod Z. Then the translation x 7→ 1 generates a subgroup

isomorphic to Z lying in the center of Ĝ, and we get a central extension

1→ Z→ Ĝ→ G→ 1.

Apply the proposition above together with the two exact sequences from Proposition 4.11
and Theorem 4.15, and note that the Euler class of such a nontrivial extension gives an

element in the kernel of H2(G;R)→ H2(Ĝ;R), we get

Proposition 4.18. Q(Ĝ) ∼= R and H1(Ĝ;R) = 0.

Now we explicitly describe a generator of Q(Ĝ). For any p ∈ R, define tp(φ) = φ(p)−p for

all φ ∈ Ĝ. Then it is easy to check tp is a quasimorphism and tp − tq is uniformly bounded,

thus these quasimorphisms have the same homogenization rot : Ĝ→ R, called the rotation
number given by rot(φ) = limφn(0)/n.

Proposition 4.19. Q(Ĝ) ∼= R is generated by rot, the unique homogeneous quasimorphism

on Ĝ taking the unit translation to 1.

Remark 4.20. rot descends to a map G → R/Z also called rotation number, which is
originally defined by Poincaré, who showed that the dynamical property of any φ ∈ G is
completely determined by the rationality of the rotation number of φ.

A careful analysis shows that supa,b |tp([a, b])| = 2. This on the one hand implies
|tx(gn)| ≤ 2cl(gn) and thus |rot| ≤ 2scl. On the other hand, it also implies that we can
multiply at most [|rot(φ)|/2 + 1] commutators to φ to make it fix 0 and then it becomes a
commutator by the trick we used at the beginning of this subsubsection, hence 2scl ≤ |rot|.
Thus Bavard’s duality implies

Proposition 4.21. D(rot) = 1 on Ĝ. If we pull back rot by any homomorphism f : K → Ĝ,
then D(f∗rot) ≤ 1 as a quasimorphism on K.

In particular, let S be a compact oriented hyperbolic surface with geodesic boundary, we
get a homomorphism ρ : π1(S)→ Isom+(H2) ≤ G, then rot pulls back to a quasimorphism
rotρ on π1(S). It turns out that rotρ takes discrete value and thus does not depend on the
choice of hyperbolic metric. Moreover, it can be interpreted as a sort of algebraic intersection
number. Therefore we denote this quasimorphism simply by rotS . Amazingly, whether a
loop virtually bounds an immersed surface in S is exactly detected by this quasimorphism.

Theorem 4.22 (Calegari, [6]). A rational chain in C ∈ BH1 (π1(S)) represented by a
weighted sum of geodesics Γ virtually bounds a (positive or negative) immersed surface in S
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if and only if rotS is extremal for C, i.e. scl(C) = |rotS(C)|/2. Moreover, for all N suf-
ficiently large (depending on C), N∂S + Γ virtually bounds a (positive) immersed surface.
Finally, if S has no boundary, any such Γ virtually bounds a (positive) immersed surface.

Such a construction can be generalized to a symplectic rotation number. Consider the
standard symplectic form ω =

∑
xi ∧ yi on R2n. Recall that a n-dimensional subspace V

is Lagrangian if and only if ω restricts to 0. Let Λn denote the space of Lagrangians, then
the symplectic group Sp(2n,R) acts on it. Identifying R2n with Cn, V is Lagrangian if
and only if it is totally real, i.e. V and iV are orthogonal complements in R2n, or in other
words, a real orthonormal basis on V is a complex orthonormal basis of Cn. From this we
immediately see that U(n) acts on Λn, the space of Lagrangians, transitively with point
stabilizer O(n). Hence we can identify Λn with U(n)/O(n).

Now take any base point b ∈ Λn, e.g. Rn × {0}. Notice that det2 : U(n)→ S1 induces a
map det2 : Λn → S1, which gives a map µ : Sp(2n,R)→ S1 by µ(g) = det2(g(b)). Note that
the inclusion U(1) ↪−→ Sp(2n,R) induces an isomorphism on π1, and µ restricted to U(1) is

the double cover. µ lifts to µ̃ : S̃p(2n) → R which turns out to be a quasimorphism ([3])
with homogenization (after normalizing, it is called the symplectic rotation number) that

spans Q(S̃p(2n)).

4.2.2. From Hyperbolic Geometry. We have already seen from Example 4.4 that the funda-
mental group of a closed hyperbolic manifold has lots of quasimorphisms. Moreover, one
can use these quasimorphisms to show that scl is a genuine norm (instead of a pseudo-norm)
on such groups. Thus it is natural to guess that word hyperbolic groups (and more gener-
ally, groups acting nicely on Gromov hyperbolic spaces) might also have lots of interesting
quasimorphisms.

Consider a group G acting simplicially on a δ-hyperbolic (not necessarily locally finite)
complex X with simplicial metric d.

Definition 4.23. For any finite simplicial path γ, let `(γ) be the simplicial length of γ,
which is an integer. For any finite oriented simplicial path, a copy of σ is a · σ for some
a ∈ G, and σ−1 is σ with opposite orientation. Let |γ|σ be the maximal number of disjoint
copies of σ in γ. For any p, q ∈ X, define

cσ([p, q]) = d(p, q)− inf
γ

(`(γ)− |γ|σ),

where the infimum is taken over all simplicial paths from p to q.

Remark 4.24. (a) cσ([p, q]) roughly measures the maximal number of disjoint copies of σ
one can have on “the” geodesic from p to q. But there might be no unique geodesic joining
two points, thus all paths are taken into consideration.
(b) Since ` and | · |γ take integer values, the infimum must be achieved by some paths,
referred to as realizing paths. We will see below that realizing paths are quasi-geodesics
when `(σ) ≥ 2.

Example 4.25. Let G be a hyperbolic group and X be its Cayley graph with respect to
some generating set. Then X is a δ-hyperbolic complex with G acting simplicially and
properly discontinuously. In particular, take G = F2 be the free group generated by a, b and
X be the Cayley graph for generating set {a, b, a−1, b−1}. A finite oriented simplicial path
σ and its copies correspond to a reduced word w ∈ F2, and since X is a tree, it is immediate
to check that cσ([p, q]) is just the maximal number of disjoint word w in qp−1.
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Lemma 4.26. The following estimates can be easily checked from the definition

(1) cσ([p, q]) = cσ−1([q, p]);

(2) |cσ([p, q])− cσ([p, q′])| ≤ d(q, q′);

(3) If q is on a realizing path for σ from p to r, then

cσ([p, r]) ≥ cσ([p, q]) + cσ([q, r]) ≥ cσ([p, r])− 1.

When `(σ) ≥ 2, we have `(γ)−|γ|σ ≥ `(γ)/2, from this and the estimates above, one can
show that

Lemma 4.27 (Fujiwara, [15]). If `(σ) ≥ 2, then any realizing path for cσ is a (2, 4)-quasi-
geodesic. By Morse lemma, there is a constant C(δ), such that if the C(δ) neighborhood of
any geodesic from p to q does not contain a copy of σ, then cσ([p, q]) = 0.

Definition 4.28. Fix a base point b ∈ X, define cσ(g) = cσ([b, gb]) and hσ(g) = cσ(g) −
cσ−1(g) for any g ∈ G.

Example 4.29. Continue the example above and take the identity to be the base point,
then cσ(g) is just the maximal number of the reduced word w corresponding to σ one can
have in the reduced word g. Then it is hands on to show hσ is a quasimorphism on F2 called
the little counting quasimorphism, and hσ is the generalization of such quasimorphisms.
Careful analysis shows that the defect of a little counting quasimorphism is either 1 or 2
when w has length at least 2.

As one can expect, hσ is a quasimorphism and the defect has an uniform upper bound.

Lemma 4.30 (Fujiwara, [15]). If `(σ) ≥ 2, then there is a constant C(δ) such that D(hσ) ≤
C.

However, it is still not clear up to this point whether we get some nontrivial quasimor-
phisms from such a construction. It turns out that when an element g acts in a “nice” way
on X and has no power conjugate to its inverse, then we can get a nontrivial quasimorphism.
Here the word “nice” refers to the following notion:

Definition 4.31. With G and X as above, we say the action of g ∈ G is weakly properly
discontinuously if for any x ∈ X and C > 0, there is a constant N such that the set

{f ∈ G|d(x, fx) ≤ C and d(gNx, fgNx) ≤ C}
is finite.

From this, we get lots of quasimorphisms on: hyperbolic groups by acting on the Cayley
graph, mapping class groups of closed oriented hyperbolic surfaces by acting on the complex
of curves, and the group of orientation preserving homeomorphisms on the complement of
a Cantor set in R2 by acting on the ray graph.

On the other hand, it is necessary to have weakly properly discontinuous action: SL(2,Z[1/2])
admits a simplicial and minimal action on a tree since it is an amalgam, but it is shown
that there is no nonzero homogeneous quasimorphism.

Using such quasimorphisms, it is shown that

Theorem 4.32 (Calegari-Fujiwara, [11]). If G is δ-hyperbolic with respect to generating
set A, then scl is a norm on BH1 (G). Moreover, there is a spectral gap C = C(δ, |A|) > 0:
scl(c) ≥ C for all nonzero integral chain c ∈ BH1 (G).
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